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computers, cell phones, and other electronic devices”

• Forms of cyberbullying:

• Offensive and negative comments, name calling, rumor 
spreading, threats, public shaming

• Linked to mental health issues, e.g., depression, suicide

• Anytime, persistent, public, anonymous
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Challenges for Detecting Cyberbullying with 
Machine Learning 

• Social structure is important

• Need scalable algorithms for massive data 

• Language is changing:
• New slang is frequently introduced  

or old slang becomes outdated 

• Annotation: 
• Needs significant consideration of social context
• Costs add up for a large-scale data
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Weakly supervised learning for Cyberbullying Detection
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Alternating Least Squares

• Objective J(b,v,w,λ) isn’t jointly convex 

• Alternating least squares: 
• Fix all but one parameter vector at a time 

• Optimize each parameter vector in isolation (closed form) 

• Run until convergence
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Experiments
# Users

after preprocessing
# Messages

after preprocessing

Ask.fm 260,800 2,863,801

Instagram 3,829,756 9,828,760

Twitter 180,355 296,308

Instagram and ask.fm data from [Hosseinmardi et al., CoRR ’14]

noswearing.com 3,461 offensive unigrams and bigrams

http://ask.fm
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Baseline Algorithms
• Seed words: use only seed words as bullying vocabulary

• Co-occurrence: add words to bullying vocab. if they appear in messages with seed words

• Dynamic query expansion (DQE) [Ramakrishnan, KDD ’14] 

1. For every word that co-occurs with current bullying vocabulary, compute its document 
frequency 

2. Add the N highest-scoring keywords to vocabulary 

3. Repeat until convergence



Post-Hoc Analysis: Conversations

• Each method: extract 100 conversations most likely to be bullying 

• Three annotators rate as “yes”, “no”, or “uncertain” 

• Consider each conversation with majority yes votes relevant; 
compute precision@k
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Post-Hoc Analysis: Key Phrases

• Each method: 1000 strongest key phrase indicators 

• Three annotators rate as “yes”, “no”, or “uncertain” 

• Consider each key phrase with majority yes votes relevant;  
compute precision@k
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Post-Hoc Analysis
Table 2: Color-coded bullying bigrams detected in Twitter data by PVC and baselines

Method Detected Bullying Words Color-Coded by Annotation: Bullying, Likely Bullying, Uncertain, Not Bullying.

PVC singlemost biggest, singlemost, delusional prick, existent *ss, biggest jerk, karma bites, hope karma, jerk milly, rock
freestyle, jay jerk, worldpremiere, existent, milly rock, milly, freestyle, *ss b*tch, d*ck *ss, *ss hoe, b*tch *ss, adore
black, c*mming f*ck, tgurl, tgurl sl*t, black males, rt super, super annoying, sl*t love, bap babyz, love rt, f*ck follow,
babyz, jerk *ss, love s*ck, hoe *ss, c*nt *ss, *ss c*nt, stupid *ss, bap, karma, *ss *ss, f*ggot *ss, weak *ss, bad *ss,
nasty *ss, lick *ss, d*ck s*cker, wh*re *ss, ugly *ss, s*ck *ss, f*ck *ss,

DQE don, lol, good, amp, f*ck, love, sh*t, ll, time, people, yeah, ve, man, going, f*cking, head, didn, day, better, free, ya,
face, great, hey, best, follow, haha, big, happy, gt, hope, check, gonna, thing, nice, feel, god, work, game, doesn,
thought, lmao, life, c*ck, help, lt, play, hate, real, today,

CO drink sh*tfaced, juuust, sh*tfaced tm4l, tm4l, tm4l br, br directed, subscribe, follow check, music video, check
youtube, checkout, generate, comment subscribe, rt checkout, ada, follback, marketing, featured, unlimited, pls
favorite, video rob, beats amp, untagged, instrumentals, spying, download free, free beats, absolutely free, amp free,
free untagged, submit music, untagged beats, free instrumentals, unlimited cs, creative gt, free exposure, followers
likes, music chance, soundcloud followers, spying tool, chakras, whatsapp spying, gaming channel, telepaths, telepaths
people, youtube gaming, dir, nightclub, link amp, mana

Table 3: Color-coded bullying bigrams detected in Ask.fm data by PVC and baselines

Method Detected Bullying Words Color-Coded by Annotation: Bullying, Likely Bullying, Uncertain, Not Bullying.

PVC oreo nice, massive bear, bear c*ck, f*cking anus, ure lucky, f*g f*g, d*ck b*tch, ew creep, f*cking bothering, rupture,
f*cking p*ssy, support gay, house f*ggot, family idiot, b*tch b*tch, p*ssy b*tch, loveeeeeee d*ck, f*cking c*nt, pen*s
pen*s, gross bye, taste nasty, f*cking f*cking, dumb hoe, yellow attractive, b*tch p*ssy, songcried, songcried lika,
lika b*tch, b*tch stupid, um b*tch, f*cking obv, nice butt, rate f*g, f*cking stupid, juicy red, soft juicy, f*cking d*ck,
cm punk, d*ck p*ssy, stupid f*cking, gay bestfriend, eat d*ck, ihy f*g, gay gay, b*tch f*cking, dumb wh*re, s*ck
c*ck, gay bi, fight p*ssy, stupid hoe

DQE lol, haha, love, tbh, hey, yeah, good, kik, ya, talk, nice, pretty, idk, text, hahaha, rate, omg, xd, follow, xx, ty, funny,
cute, people, cool, f*ck, best, likes, ily, sh*t, beautiful, perfect, girl, time, going, hot, truth, friends, lmao, answers,
hate, ik, thoughts, friend, day, gonna, ma, gorgeous, anon, school

CO bby, ana, cutie, ikr, ja, thnx, mee, profile, bs, feature, plz, age, add, pls, wat, ka, favourite, s*cks, si, pap, promise,
mooi, hii, noo, nu, blue, ben, ook, mn, merci, meh, men, okk, okayy, hbu, zelf, du, dp rate, mooie, fansign, english,
best feature, basketball, meisje, yesss, tyy, shu, een, return, follow follow

A key feature of the participant-vocabulary algorithm is
that it computes bully and victim scores for users. We
analyzed the tweets and conversations of some high-scoring
users and found that these users did appear to be bullies and
victims, often directing o↵ensive language toward other users.
Moreover, the accounts of some of the high-scoring users
have been deleted since the data was collected, potentially
because these users were frequently reported by victims.
The identified bullies often tweet o↵ensive, racist, and sexist
language. In Fig. 5, we display some tweets of users with
high bully scores.
When manually analyzing the Ask.fm data, we noticed a

much higher tendency for users to use slang and abbrevia-
tions common among teenagers. For instance, users often
substitute “tbh” for “to be honest”, “idfk” for “I do not f*cking
know”, “ily” for “I love you”, “coo”, “rlly”, and many others.
This phenomenon is likely linked to the high proportion
of younger users, and further analysis of Ask.fm has the
potential to be valuable in the study of evolving language,
especially in the context of bullying.

Finding examples of bullying on Ask.fm is challenging be-
cause it is not based on conversation, but rather questions
and answers. Moreover, the dataset is not complete. Nev-
ertheless, we analyzed the profiles of users who are highly
ranked as bullies and victims. Interestingly, the questions
and answers for these users are very o↵ensive and appear
to be possible instances of cyberbullying. Examining the

profiles of the highly scored victims revealed that some of
these users are bullied, and their answers show strong, angry
reactions sent to harassing questions. Fig. 6 shows some
bullying comments to an Ask.fm user and her responses, all
of which contain o↵ensive, malicious language.

5. CONCLUSION
In this paper, we proposed a weakly supervised method

for detecting cyberbullying. Starting with a seed set of of-
fensive vocabulary, our participant-vocabulary consistency
model attempts to simultaneously discover which users are
instigators and victims of bullying, and additional vocab-
ulary that suggests bullying. These quantities are learned
by optimizing an objective function that penalizes inconsis-
tency of vocabulary-based and participant-based estimates
of how bullying-like each social interaction is. We ran exper-
iments on data from three social network services—Twitter,
Ask.fm, and Instagram—that rank among the most frequent
venues for cyberbullying. We evaluated the proposed ap-
proach, demonstrating that it frequently discovers instances
of bullying and that it can discover new bullying language.

Our contribution in this paper is aimed toward improving
automated detection of cyberbullying. However, automated
detection is only one problem among many that need to be
solved to adequately address the cyberbullying phenomenon.
What to do when cyberbullying is detected is an important
open problem. Providing detected bullies and victims ad-

Twitter



Experiments: Quantitative Analysis
• Collect offensive words, split into seed set  

and held-out target words for evaluation 

• Evaluation metric: average  
target-word score. Successful  
discovery should score target  
words higher than others.

Figure 3: Precision at k for the top bullying phrases
confirmed by annotators on Twitter (top), Ask.fm
(middle), and Instagram (bottom).

to two baseline methods. Both these baseline methods are
natural heuristics for growing a vocabulary from an initial
seed vocabulary. We briefly describe each below.
Co-occurrence (CO) returns any word (or n-gram) that

occurs in the same message as any of the seed words. It
extracts all messages containing any of the seed words and
assigns a score of 1 to all terms in these extracted messages.
All other words receive a score of 0. We should expect co-
occurrence to predict a huge number of words, obtaining
high recall on the target words but at the cost of collecting
large amounts of irrelevant words.

Dynamic query expansion (DQE) is a more robust variation
of co-occurrence that iteratively grows a query dictionary by
considering both co-occurrence and frequency. Starting from
the seed query, DQE first extracts the messages containing
seed words; then for every term in the extracted messages,
it computes the document frequency score of the terms using

DF (wi, d,D) = |d 2 D : wi 2 d|/|D| , (6)

where |D| indicates the total documents in the corpus. E.g.,
for Twitter, |D| is the total number of tweets in our Twitter
dataset. Next, DQE picks k of the highest-scoring keywords
for the second iteration. It continues this process until the
set of keywords and their DF scores become stable. Because
DQE seeks more precise vocabulary expansion by limiting
the added words with a parameter k, we expect it to be
a more precise baseline, but in the extreme, it will behave
similarly to the co-occurrence baseline. In our experiments,
we use k =4,000, which provides relatively high precision at
the cost of relatively low recall.

Table 1: The number of standard deviations above
the overall average (lift) of the mean target word
score for Twitter, Ask.fm, and Instagram.

Dataset Method Overall Average Lift (S.D.)

Twitter
PVC 0.001367 +5.919
DQE 1.9663 +0.1276
CO 0.31698 -0.6811

Ask.fm
PVC 0.0048 +4.381
DQE 1.24e-06 +0.1068
CO 0.9352 -3.800

Instagram
PVC 0.00706 +4.1137
DQE 5.84e-07 +0.1032
CO 0.8952 -2.922

4.3 Human Annotation Comparisons
The first form of evaluation we perform uses post-hoc

human annotation to rate how well the outputs of the algo-
rithms agree with annotator opinions about bullying. We had
three annotators evaluate the outputs of the three approaches
from two perspectives. First, we extracted the 100 user pairs
most indicated to be bullying by each method. For PVC, we
rated each user pair (i, j) by their participant score (bi + vj)
and average word score for all messages shared between the
pair. For the dictionary-based baselines, we score each user
pair by the concentration of detected bullying words in mes-
sages between the pair. Second, we asked the annotators to
rate the first 1,000 highest-scoring words from each method.
In both tasks, annotators marked each example with a label
“yes”, “no”, or “?”. The label “yes” indicates that the example
is bullying or a bullying indicator; “no” indicates that the ex-
ample is not or does not indicate bullying; and “?” indicates
that there is too much uncertainty about the example to tell.
We ran both annotation tasks for each dataset.

In Fig. 2, we plot the precision@k of the top 100 interac-
tions for each dataset and each method. The precision@k
is the proportion of the top k interactions returned by each
method that the majority of annotators agreed seemed like
bullying. We additionally include the interactions extracted
if using only the original seed dictionary as a third baseline
for this experiment. In the Twitter and Ask.fm data, PVC
significantly dominates the other methods for all thresholds,
while in the Instagram data, it dominates for all but the first
instance. Co-occurrence, while simple to implement, appears
to expand the dictionary too liberally, leading to very poor
precision. DQE expands the dictionary more selectively, but
leads to worse precision than using the seed set alone. In
Fig. 3, we plot the precision@k for indicators that the ma-
jority of annotators agreed were indicators of bullying. On
all three datasets, PVC detected bullying words significantly
more frequently than the two baselines.

Lastly, one important insight from these experiments was
that there is indeed a high cost for high-quality annotation
of bullying. Annotators had to spend several hours per
dataset deciding whether examples were truly examples of
malicious harassment, if they were friendly banter, if they
were heated discussion without malicious intent, etc. This
e↵ect highlights the importance of creating methods such as
PVC that are able to learn using weak supervision.
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Key Questions

• Automatic detection will always be noisy. Is it safe to act on 
uncertainty? 

• Even if perfect, what actions prevent or mitigate cyberviolence? 
What actions actually exacerbate it? 

• How will cyberbullies respond to technology meant to thwart their 
attacks?
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Interventions and Consequences

• Examples: Filtering, advice, human mediation

• Censorship concerns, false positives, lowered awareness of threats

• Resentment, embarrassment, escalation

• Trial by fire?
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Proposal: A Virtual Social Laboratory

• Online social network with all users role-playing fabricated personas

• Safe environment to experiment with cybersafety technology

• Role-playing to mitigate psychological damage of cyberviolence; 
protects personal identity from hybrid offline-online attacks

• Gamified reward system to incentivize realistic play
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Planned Features for Virtual Social Lab
• Peer-reviewed realistic role playing

• Large scale emulates real-world social dynamics

• Role-playing emulates nuances of personal context

• Intervention experiments

• Data collection

• Measurement of sociological theories on cyberviolence



Automated Interventions

• Technology for cybersafety is aimed toward impact on social health 

• Need serious thought to understand ethics and strategies for 
deployment and evaluation 

• Proposed idea: virtual social laboratory based on role-playing



Summary & Closing Thoughts

• Challenges for machine learning approaches to detection 

• New method based on weak supervision 

• How to we ethically measure effectiveness before deployment?


